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avinashmadasu17@gmail.com ⋄ Github ⋄ LinkedIn ⋄ Google Scholar ⋄ Semantic Scholar ⋄ Website

EDUCATION

Master of Science, Computer Science August 2021 - May 2023
University of North Carolina at Chapel Hill

Bachelor of Technology, Computer Science July 2014 - May 2018
National Institute of Technology Tiruchirappalli

PERSONAL PROFILE

As an AI Research Engineer/Scientist at Intel Labs, I specialize in developing multi-modal AI models
that prioritize fairness and interpretability. With over 6 years of experience, I have contributed to
advanced AI products like voice assistants and published in top-tier conferences. I am passionate about
deploying production-ready machine learning systems and seek a role where I can further advance
responsible AI development on impactful projects.

EXPERIENCE

Intel Labs June 2023 - present
AI Research Scientist

• Developed and open-sourced an interpretability tool “CLIP-InterpreT” to explore the inner work-
ings of foundational CLIP models.

• Created and published the first benchmark “SocialCounterFactuals” in CVPR 2024 to evaluate
and de-bias intersectional biases in vision-language models which reduced existing biases by >20%.

• Published world’s first papers using Gaudi2, Intel’s flagship AI accelerators in top AI conferences
like CVPR, NeurIPS and the models in these works were trained on large scale Gaudi nodes (>100
nodes).

Intel Labs May 2022 - Aug 2022
Research intern

• Spearheaded the project ”Improving Multi-modal Video Retrieval Using Multi-lingual Data” from
ideation to prototype, model development, and paper writing.

• Published in ECIR 2023, a top Information Retrieval conference, and won the Best Student Paper
Award and also the first work to leverage the Gaudi AI accelerator.

UNC Chapel Hill August 2021 - Present
Graduate Research Assistant Advisor: Prof. Gedas Bertasius

• Proposed a new interactive video retrieval system that leverages dialog with the users. The
proposed approach requires minimum rounds of dialog to outperform the human dialog. The
paper was published in ACM Multimedia 2022.

• Proposed interactive system outperformed static video retrieval models by 2.8 points in R@1 and
10 points in R@5. This system is the first to use generative models (BART, T5) to perform open
ended dialog with the users.

UNC Chapel Hill August 2021 - November 2021
Graduate Research Assistant Advisor: Prof. Shashank Srivastava

• Explored the inductive biases in pre-trained language models for solving non-linguistic reasoning
tasks.

• Proposed a set of 19 diverse non-linguistic tasks involving quantitative computations, recognizing
regular expressions and reasoning over strings and published this work in EMNLP 2022.

avinashmadasu17@gmail.com
https://github.com/avinashsai
https://www.linkedin.com/in/avinash-madasu-623b1a12a/
https://scholar.google.com/citations?user=YRe0ruYAAAAJ&hl=en
https://www.semanticscholar.org/author/Avinash-Madasu/115098946
https://avinashsai.github.io/
https://www.gedasbertasius.com/
https://www.ssriva.com/


Samsung R&D Institute India - Bangalore June 2018 - July 2021
Senior Software Engineer on Bixby NLU

• Developed and deployed named entity recognition models in compliance with GDPR to identify
user sensitive information like phone number, name, bank details etc. This model scaled to billions
of user data and was deployed globally in samsung with access to sensitive information.

• Built a model which identifies utterance executed in a wrong application. This model is built with
triplet loss and with a very less data of 150 samples for each application. This model identified
misclassified utterances with 90% accuracy and across 10 applications.

• Collaborated with different product, engineering teams of Bixby globally (eg: korea, USA) for
successful integration of AI models into samsung products.

IIT Patna July 2020 - January 2021
Research Assistant Advisor: Prof. Asif Eqbal

• Collaborated with Prof Dr.Asif Eqbal and proposed an End-to-End model capable of identifying
slots from user utterances without external slot labels. This paper was accepted in the journal
Multimedia Tools and Applications.

• Published one of the earliest works to use large scale pretraining in dialog systems which signifi-
cantly improved slot identification accuracy and dialog generation.

National Institute of Technology, Tiruchirappalli July 2017 - May 2018
Research Assistant Advisor: Prof. Sivasankar

• Designed efficient lexicon based feature selection techniques that achieved excellent performance
in resource scarce conditions. This work was published in the journal of multimedia tools and
applications (> 80 citations).

• Conducted a systemtic study on the advantages and disadvantages of statistical feature selection
techniques vs neural network techniques (word2vec, Doc2vec). This work garnered more than 60
citations.

• Explored the possibility of combining text reviews with numerical ratings to design a hybrid
recommender system.

PUBLICATIONS

1. Is Your Paper Being Reviewed by an LLM? Investigating AI Text Detectability in Peer Review
Sungduk Yu, Man Luo, Avinash Madasu, Vasudev Lal, Phillip Howard
NeurIPS (Safe Generative AI Workshop) 2024

2. Affective Visual Dialog: A Large-Scale Benchmark for Emotional Reasoning Based on Visually
Grounded Conversations
Kilichbek Haydarov, Xiaoqian Shen, Avinash Madasu, Mahmoud Salem, Jia Li, Gamaleldin
Elsayed, Mohamed Elhoseiny
ECCV 2024

3. Probing and Mitigating Intersectional Social Biases in Vision-Language Models with Counter-
factual Examples
Phillip Howard, Avinash Madasu, Tiep Le, Gustavo Lujan Moreno, Anahita Bhiwandiwalla,
Vasudev Lal
CVPR 2024

4. ICSVR: Investigating Compositional and Syntactic Understanding in Video Retrieval Models
Avinash Madasu, Vasudev Lal
CVPR (MMFM workshop) 2024

https://www.asifekbal.com/
https://www.nitt.edu/home/academics/departments/cse/faculty/sivas/
https://arxiv.org/pdf/2410.03019
https://arxiv.org/pdf/2308.16349.pdf
https://arxiv.org/pdf/2308.16349.pdf
https://arxiv.org/pdf/2312.00825.pdf
https://arxiv.org/pdf/2312.00825.pdf
https://arxiv.org/pdf/2306.16533.pdf


5. Analyzing Zero-Shot Abilities of Vision-Language Models on Video Understanding Tasks
Avinash Madasu, Anahita Bhiwandiwalla, Vasudev Lal
NeurIPS (R0-FoMo workshop) 2023

6. Probing Intersectional Biases in Vision-Language Models with Counterfactual Examples
Phillip Howard, Avinash Madasu, Tiep Le, Gustavo Lujan Moreno, Vasudev Lal
NeurIPS (Diffusion models workshop) 2023

7. MuMUR: Multilingual Multimodal Universal Retrieval
Avinash Madasu, Estelle Guez Aflalo, Gabriela Ben Melech Stan, Shachar Rosenman, Shao-
Yen Tseng, Gedas Bertasius, Vasudev Lal
Information Retrieval Journal

8. A Unified Framework for Slot based Response Generation in a Multimodal Dialogue System
Mauajama Firdaus*, Avinash Madasu*, Asif Eqbal
Journal of Multimedia Tools and Applications

9. Is Multi-Modal Vision Supervision Beneficial to Language?
Avinash Madasu, Vasudev Lal
CVPR (NFVLR workshop) 2023

10. A Unified Framework for Emotion Identification and Generation in Dialogues
Avinash Madasu*, Mauajama Firdaus*, Asif Eqbal
EACL (SRW workshop) 2023

11. Improving video retrieval using multilingual knowledge transfer
Avinash Madasu, Estelle Guez Aflalo, Gabriela Ben Melech Stan, Shao-Yen Tseng, Gedas
Bertasius, Vasudev Lal
ECIR 2023

12. What do Large Language Models Learn beyond Language?
Avinash Madasu, Shashank Srivastava
EMNLP (Findings) 2022

13. Learning to Retrieve Videos by Asking Questions
Avinash Madasu, Junier Oliva, Gedas Bertasius
ACM Multimedia 2022

14. Sequential Domain Adaptation through Elastic Weight Consolidation for Sentiment Analysis
Avinash Madasu, Vijjini Anvesh Rao
ICPR 2020

15. A Position Aware Decay Weighted Network for Aspect based Sentiment Analysis
Avinash Madasu, Vijjini Anvesh Rao
NLDB 2020

16. Sequential Learning of Convolutional Features for Effective Text Classification
Avinash Madasu, Vijjini Anvesh Rao
EMNLP 2019

17. Efficient Feature Selection techniques for Sentiment Analysis
Avinash Madasu, Sivasankar E
Journal of Multimedia Tools and Applications

https://arxiv.org/pdf/2310.04914.pdf
https://arxiv.org/pdf/2310.02988.pdf
https://link.springer.com/article/10.1007/s10791-023-09422-5
https://arxiv.org/pdf/2305.17433.pdf
https://arxiv.org/pdf/2302.05016.pdf
https://arxiv.org/pdf/2205.15513.pdf
https://arxiv.org/pdf/2208.11553v1.pdf
https://arxiv.org/pdf/2210.12302.pdf
https://arxiv.org/pdf/2205.05739.pdf
https://arxiv.org/pdf/2007.01189.pdf
https://arxiv.org/pdf/2005.01027.pdf
https://arxiv.org/pdf/1909.00080.pdf
https://arxiv.org/pdf/1911.00288.pdf


18. Gated Convolutional Neural Networks for Domain Adaptation
Avinash Madasu, Vijjini Anvesh Rao
NLDB 2019

19. Effectiveness of Self Normalizing Neural Networks for Text Classification
Avinash Madasu, Vijjini Anvesh Rao
CICLing 2019

20. A Study of Feature Extraction techniques for Sentiment Analysis
Avinash Madasu, Sivasankar E
IEMIS 2018

PREPRINTS

1. Quantifying and Enabling the Interpretability of CLIP-like Models
Avinash Madasu, Yossi Gandelsman, Vasudev Lal, Phillip Howard

2. Multimodal Dialogue Modeling: Simultaneous Intent Recognition and Response Generation
Avinash Madasu∗, Mauajama Firdaus∗, Asif Ekbal

3. A Syntax Aware BERT for Identifying Well-Formed Queries in a Curriculum Framework
Avinash Madasu, Vijjini Anvesh Rao

VOLUNTEER EXPERIENCE

Conference Reviewer: COLM 2024, CVPR 2024, ICLR 2024, AAAI 2024, EMNLP 2023, AMLC
2023, NeurIPS 2023, BMVC 2023, CoLLA 2023, ACL 2023, CVPR 2023, EACL 2023, ACL 2022,
ACL 2021, ICON 2020
Journal Reviewer: Machine learning, TMLR, Computer Speech & Language
Workshop Reviewer: ICLR - MoFo 2023, ICLR - MRL 2023, SocialNLP

PRESS

• The Jerusalem Post

• Outlook India

• Analytics India Magazine

AWARDS

• Outstanding reviewer - ACL 2023

• Best Student Paper Award - ECIR 2023.

• ACM grant to attend ACM Multimedia 2022 conference.

• Samsung Citizen Award 2019, 2020 (Research) (4/9000).

PROGRAMMING SKILLS

Languages: Python, C++, C, Java Javascript, NodeJS.
Frameworks: PyTorch, Tensorflow, MxNet, Gluon, Keras

https://arxiv.org/pdf/1905.06906.pdf
https://arxiv.org/pdf/1905.01338.pdf
https://arxiv.org/pdf/1906.01573.pdf
https://arxiv.org/pdf/2409.06579
https://elsevier-ssrn-document-store-prod.s3.amazonaws.com/knosys/ba3d2cea-4a58-43d0-8e1c-1416bb1d9b82-meca.pdf?response-content-disposition=inline&X-Amz-Security-Token=IQoJb3JpZ2luX2VjEBwaCXVzLWVhc3QtMSJHMEUCIQD5QsYWIqVYfF5d22deP752WlV1mrjVsVtG%2BXPIc7tUogIgJWkD8B6lqkqw49%2Bo70b861jREM9Cp5kwG%2FRqr5uuk44qxwUI5f%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FARAEGgwzMDg0NzUzMDEyNTciDP6R7HffFefMdrZ1sCqbBUUxLysJT1p%2Fr1UlBuMaMLWswMlWPVZvY5n03hk6iZKa5I26Zuxtb%2FNcKIIHbLiq%2FRnyGD3ieU8BaH1MTLl3eNcTXjZQhd4mM2DgWL4ds%2FjspBabjzmeqbQvmHGxQ58b9brJvmr53mX%2F89TY49fo1DtJBeG38yWcOgqooiOSUCbnV6ukZZH0kc8FtwoeU4a2pm%2Bw22YymMvSg6UdDuHH6pCyVRej0Q0HvXPMtiyJwOHxHO%2FBQZ7ALQerQhlb5yC6EVUOMakpmbtKWB8Ll1jutANk8IAfamKbouNAkEbogdvKI0WknAgts%2BCbeph728j14MSIwNbdCMncdKRvItWnaRESFULiwgDfXBy3fUgYU45BuAjSUEXfgQYHFVZaZlHtpB26LRiuloKfDOMPrlaWfPkAjvnG97TIPZhucBiqC%2Bo567OIvYcch9rFGFaC89r7wDy2BafERtgDZRCsJbHExwt%2FIh3gRQGMTVCDNcIiqON3O8jUOFk3AVLw2UNUvJwrxwkdBgVOdrcKmDy5kEn02cwA65nNTSymPeRNgXNBLMzDbSG34si8b9KtNp5JKqhL5YQS8qZMlLDhjqwoczrvDhMXviSjTvOzgQEHSLz2DGxgCzgtr5rJETCyC6xxTA6GfXRX51JlAyFDsXzDw43sATefTjZJjUlRpCXvWC640y%2B49avdGp7YWW4MPW1kTsIHhSJ0%2FTrzD0EY5VhbF0vOiE6A77rZkySwRMVeU4iQ8XC63vclFfog0JStcaBLZ908sKBuFuKqJdid2PfXKmHFa3t%2BUNSindhm1luUinp5SZOVrfOV3W8whstBYqErUx2SuKQ3tCejUuygjD82tPTzDpzfRHHyeZa%2BRZ6dPlYt45T06jI4Mg9rHXgAGC8wp%2FTctAY6sQF%2F92uifj6TSljboYQshqz6eIr%2F5QaOSYHiGj6vUodUhLAWJrt9pz9flHlBThZRcjVMCSgyz%2ByJqcyD0F%2BlndkhCWW06aAdJeilcpARj1byarH%2F5SgYz5%2FAtMjiVNRP3rhO9DFNWBQYyWmrit6AZcGk98KxhBKlo3g2ue3GATMFFGiJVS3At1Wwau%2BYGREo0IE6QNnH%2BwAGbOIkLHCKv0K2mf9aQgH4t7VTeWHEEh%2FFP78%3D&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Date=20240717T040142Z&X-Amz-SignedHeaders=host&X-Amz-Expires=300&X-Amz-Credential=ASIAUPUUPRWE4JJMXOUG%2F20240717%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Signature=49f15b70f5a10bb80a8d30fd884c1f8311d7328f7e821d4c3d953165e221e2a3
https://arxiv.org/pdf/2208.09912
https://www.jpost.com/special-content/leading-computer-science-expert-avinash-madasu-recounts-his-formative-experiences-in-the-field-749910 
 https://www.outlookindia.com/business-spotlight/avinash-madasu-s-work-boosted-bixby-s-value-proposition-but-that-was-just-the-start-news-286468/amp 
https://analyticsindiamag.com/this-indian-has-cracked-multilingual-multimodal/ 
https://2023.aclweb.org/program/best_reviewers/


OPEN SOURCE DEEP LEARNING FRAMEWORKS CONTRIBUTIONS

• gluonnlp (Contributor and Member of Distributed Machine Learning Community- dmlc).

• serve

• pytorch-optimizer.

• catalyst

• AllenNLP

RELEVANT LINKS

• Google Scholar: https://scholar.google.com/citations?user=YRe0ruYAAAAJ&hl=en

• DBLP: https://dblp.org/pid/241/5153.html

• Semantic Scholar: https://www.semanticscholar.org/author/Avinash-Madasu/115098946

• ORCID iD: https://orcid.org/0000-0002-3802-7618

https://nlp.gluon.ai/
https://github.com/pytorch/serve
https://github.com/jettify/pytorch-optimizer
https://github.com/catalyst-team/catalyst
https://github.com/allenai/allennlp
https://scholar.google.com/citations?user=YRe0ruYAAAAJ&hl=en
https://dblp.org/pid/241/5153.html
https://www.semanticscholar.org/author/Avinash-Madasu/115098946
https://orcid.org/0000-0002-3802-7618

